P1394. 1 WORKI NG GROUP
May 13 - 14, 1997
San Jose, CA

Di ck Scheel called the neeting to order at 9:00 and
requested the participants to introduce thensel ves. The

m nutes fromthe previous neeting, March 19 - 20, 1997, were
accepted with one mnor correction---in the section on

deadl ock and starvation avoi dance, the phrase "...responses
over responses” should read "...responses over requests.”
The smal|l group in attendance al so expressed thanks to Sony
for hosting the nmeeting and providing refreshnments.

REVI EW OF ACTI ON | TEMS

- Peter Johansson to work with David Janes to prepare a
proposal based upon concepts from P1394.2 Annex C.
Carried over.

- Bob CGugel to investigate whether or not the wite
behavi or of NODE IDS in the backpl ane environnent coul d
be redefined so that the physical IDis not altered.
Carried over.

- Dick Scheel to post the docunent registry requirenents
to the reflector. Conpleted.

- Peter Johansson to edit the next draft revision.
Carried over.

AGENDA

Si mpl e bridges

A obal broadcast

| sochronous routing
Cl P | ssues

Reset notification
Asynchr onous streans
Syst em heart beat

NoghRwbE

SI MPLE BRI DGES

The concept of reducing the scope of P1394.1 to "sinple"
bri dges was di scussed by the working group. The proposal is
that a sinple bridge:

a) inplenents two portals;

b) supports routing via spanning tree parse of the net;

c) does not support security; and

d) guarantees sufficient internal isochronous bandw dth
for all plug control registers (PCR s) inplenented.



There was consensus to restrict P1394.1 to the above scope.
The editor is directed to revise the current draft in
accordance with di scussions that foll owed.

Open issues that do not affect the sinplicity of the nodel
are:

- CSR-based nodel vs. command- based nodel
- Mandate bridge manager in all bridge nodul es

Dick Scheel will take these discussions to the reflector.
GLOBAL BROADCAST

The wor ki ng group considered a proposal (fromthe March
nmeeting) to differentiate | ocal and gl obal broadcasts based
upon both the destination_ID and source_bus ID. It was
agreed to docunment the followng in the next draft:

- a local broadcast (not propagated by bridges) is an
asynchronous request packet whose destination IDis
OxFFFF and whose source bus ID is Ox3FF, and

- a gl obal broadcast (propagated by bridges) is an
asynchronous request packet whose destination_IDis
OXFFFF and whose source_bus ID is not Ox3FF.

This definition does not affect the meani ng of broadcast and
non- br oadcast addresses for any given bus; the 1394-1995
speci fications are unchanged.

The editor has an action itemto canvass the 1394 conmunity,
via principal reflectors, to determne a) the extent to

whi ch broadcasts are used today and b) whether or not the
proposed definition above poses difficulties for existing
appl i cations.

Mar k Knecht observed that the bridge should be configurable
to enable or disable the gl obal broadcast feature. This
m ght be useful to support |egacy applications / equipnent.

I SOCHRONOUS ROUTI NG

The current draft describes a nmethod to route isochronous
data fl ows based upon plug control registers (PCR s). There
was a | engthy discussion about the applicability of this
nodel to bridges. O particular concern (as always!) are the
effects of a bus reset and the corresponding responsibility
to reall ocate i sochronous resources, bandw dth and channel s,
as well as to update the appropriate input and output PCR s
Three problenmatical areas are a) the tal ker’s output PCR, b)



t he i sochronous resource nmanager on the sanme bus as the
tal ker and c) the listeners’ input PCR s

If the bridge is to be a proxy for sone or all of this
activity, it would need to naintain context, by EU -64, for
up to 62 listener PCR' s for each portal with an active,
tal ki ng i sochronous stream

The one second specified in 1394-1995 for the reall ocation
of isochronous resources (which is the sane one second
descri bed by | EC 1883 for the reestablishnent of connections
in the PCRs) is at the heart of the difficulties. There is
i nsufficient enpirical data to know whether or not real -
worl d systens can function well within this tine limt.

Whet her the nodel for bridges is PCR's (or not), bridge
cont ext necessary for isochronous routing is fourfold: a)
bandw dt h, b) inbound channel (listener), c) outbound
channel (tal ker) and d) connection count.

The di scussion broadened into a | arger concept of "context"”
subsequent to a bus reset. Should the bridge be responsible
to a) verify whether or not changeable context (e.g., the
correl ati on between EU -64 and physical node ID) has

remai ned unaltered and b) to reestablish context that may be
|l ost as a result of bus reset (e.g., reallocation of

i sochronous bandwi dt h and channel s).

The definition of what is contained in context can be
separated fromthe strategies used to report context change
notifications to other nodes, e.g., the bridge manager or
vari ous connecti on nanagers.

Cl P | SSUES

Di scussion of the tinme-stanp nodifications that bridges have
to performwas deferred to the next neeting.

RESET NOTI FI CATI ON

D ck Scheel discussed the ideas first raised in BROO2rO. pdf
at the last neeting. The intent is to avoid the necessity
for quarantine bits in the bridge portals and to provide a
di stributed nechanismthat both a) destroys request and
response packets whose destination_IDis known to be invalid
(as the result of a bus reset) and b) provide notification
to the potential originators of the requests and responses.



ASYNCHRONOUS STREAMS

A di scussion on the use of asynchronous streans for
nmul ti cast was deferred to the next neeting.

SYSTEM HEARTBEAT

Du Hung Hou presented a summary proposal for the system
heart beat schenes discussed in earlier neetings. The
"heartbeat" is a periodic wite by the bridge nmanager to a
bridge portal CSR |If the bridge portal does not receive
such a wite within a configurable tinme-out period, the
bridge portal reverts to "unowned." This in turn is a signal
to any local bridge managers to initiate a contention
process and take over fromthe (presunably) dead bridge
manager .

ACTI ON | TEMS

In addition to the carried over action itenms from| ast
neeting, the follow ng new action itens were assigned:

- Dick Scheel to explore CSR-based vs. command-based
bri dge nodels via reflector discussions;

- Peter Johansson to canvass 1394 inpl enenters about the
ef fect of gl obal broadcast;

- Calto Wng to initiate reflector discussions on
Connecti on Managenent Protocol (CMP) and plug control
regi sters---how they do or do not relate to bridge
architecture.

- Dick Scheel to refine his reset notification ideas and
bring in a proposal for the next neeting.

MEETI NG SCHEDULE
The followi ng tentative neeting schedul e was agreed:

- Thursday and Friday, July 10 - 11, 1997
- Tuesday and Wednesday, August 26 - 27, 1997

Di ck Scheel volunteered Sony to host both neetings in San
Jose, CA
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