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STATUS OF TH S DOCUMENT

This docunent is an Internet-Draft and is in full conformance with al
provi sions of Section 10 of RFC 2026. Internet-Drafts are working
docunents of the Internet Engi neering Task Force (I ETF), its areas, and
Its working groups. Note that other groups may al so distribute working
docunents as Internet-Drafts.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference materi al
or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww. ietf.org/ietf/1lid-abstracts.txt.

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow htm .

ABSTRACT

Thi s docunent specifies how to use | EEE Std 1394- 1995, Standard for a
Hi gh Performance Serial Bus (and its supplenents), for the transport of
Internet Protocol Version 4 (I1Pv4) datagrans. It defines the necessary
nmet hods, data structures and codes for that purpose and additionally
defines a nethod for Address Resol ution Protocol (ARP).
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1. 1 NTRODUCTI ON

Thi s docunent specifies how to use | EEE Std 1394- 1995, Standard for a
Hi gh Performance Serial Bus (and its supplenents), for the transport of
Internet Protocol Version 4 (l1Pv4) datagrans. It defines the necessary
nmet hods, data structures and codes for that purpose and additionally
defines a nethod for Address Resol ution Protocol (ARP).

The group of | EEE standards and suppl enents, draft or approved, related
to |EEE Std 1394-1995 is hereafter referred to either as 1394 or as
Serial Bus.

1394 is an interconnect (bus) that confornms to the CSR architecture,

| SO I EC 13213:1994. Serial Bus permts communi cations between nodes over
shared physical nedia at speeds that range, at present, from 100 to

400 Mops. Both consuner el ectronic applications (such as digital VCRs,
stereo systens, televisions and cantorders) and traditional desktop
conputer applications (e.g., mass storage, printers and tapes), have
adopted 1394. Serial Bus is unique in its relevance to both consuner

el ectroni c and conputer domains and is EXPECTED to formthe basis of a
hone or snall office network that conbines both types of devices.

The CSR architecture describes a nenory-mapped address space that Seri al
Bus inplenents as a 64-bit fixed addressing schene. Wthin the address
space, ten bits are allocated for bus ID (up to a maxi num of 1,023
buses), six are allocated for node physical ID (up to 63 per bus) while
the remaining 48 bits (offset) describe a per node address space of 256
terabytes. The CSR architecture, by convention, splits a node’s address

space into two regions with different behavioral characteristics. The

lower portion, up to but NOT including OxFFFF FOOO0 0000, is EXPECTED to

behave as memory in response to read and write transactions. The upper

portion is more like a traditional 10 space: read and write transactions

in this area usually have side effects. Control and status registers

(CSRs) that have FIFO behavior customarily are implemented in this

region.

Within the 64-bit address, the 16-bit node ID (bus ID and physical ID)
Is analogous to a network hardware address---but 1394 node IDs are
variable and subject to reassignment each time one or more nodes are
added to or removed from the bus.

The 1394 link layer provides a packet delivery service with both

confirmed (acknowledged) and unconfirmed packets. Two levels of service
are available: "asynchronous" packets are sent on a best-effort basis

while "isochronous" packets are guaranteed to be delivered with bounded
latency. Confirmed packets are always asynchronous but unconfirmed
packets MAY be either asynchronous or isochronous. Data payloads vary
with implementations and MAY range from one octet up to a maximum
determined by the transmission speed (at 100 Mbps, named S100, the
maximum asynchronous data payload is 512 octets while at S400 it is 2048
octets).
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NOTE: Extensions underway in | EEE P1394b contenpl ate additional speeds
of 800, 1600 and 3200 Mbops.

2. DEFI NI TI ONS AND NOTATI ON
2.1 Confornmance

When used in this docunent, the keywords "NMAY", "OPTI ONAL",

" RECOMMENDED', "REQUI RED', "SHALL" and "SHOULD' differentiate |evels of
requi renents and optionality and are to be interpreted as described in
RFC 2119.

Several additional keywords are enpl oyed, as follows:

EXPECTED: A keyword used to describe the behavior of the hardware or
software in the design nodels assuned by this standard. O her hardware
and software design nodels MAY al so be inpl enment ed.

| GNORED: A keyword that describes bits, octets, quadlets or fields whose
val ues are NOT checked by the recipient.

RESERVED: A keyword used to describe objects---bits, octets, quadlets
and fields---or the code val ues assigned to these objects in cases where
either the object or the code value is set aside for future
standardi zati on. Usage and interpretati on MAY be specified by future
extensions to this or other standards. A RESERVED object SHALL be zeroed
or, upon devel opnent of a future standard, set to a value specified by
such a standard. The recipient of a RESERVED obj ect SHALL NOT check its
val ue. The recipient of an object defined by this standard as ot her than
RESERVED SHALL check its value and reject RESERVED code val ues.

2.2 dossary
The followng terns are used in this standard:

address resolution protocol: A nmethod for a requester to determ ne the
har dware (1394) address of an I P node fromthe |IP address of the node.

bus ID: A 10-bit nunber that uniquely identifies a particular bus within
a group of nultiple interconnected buses. The bus IDis the nost
significant portion of a node’s 16-bit node ID. The val ue Ox3FF
designates the |ocal bus; a node SHALL respond to requests addressed to
its 6-bit physical IDif the bus IDin the request is either Ox3FF or
the bus ID explicitly assigned to the node.

encapsul ati on header: A structure that precedes all IP data transmtted
over 1394. See also link fragnent.

| P datagram An Internet message that conforns to the format specified
by RFC 791.

link fragnent: A portion of an IP datagramtransmtted wthin a single
1394 packet. The data payl oad of the 1394 packet contains both an
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encapsul ati on header and its associated link fragnent. It is possible to
transmt datagrans wi thout |ink fragnentation.

mul ti cast channel owner: A nulticast source that has allocated a channel
for one or nore multicast addresses and transnmts MCAP advertisenents to
comuni cate these channel mapping(s) to other participants in the
mul ti cast group. Wien nore than one source transmts MCAP adverti senents
for the sane channel nunber, the source with the |argest physical IDis
t he owner.

node ID: A 16-bit nunber that uniquely identifies a Serial Bus node
within a group of nmultiple interconnected buses. The nobst significant
ten bits are the bus ID and the least significant six bits are the
physi cal ID.

node unique ID: A 64-bit nunber that uniquely identifies a node anong
all the Serial Bus nodes nanufactured worl dw de; al so known as the
EUl - 64 (Extended Unique ldentifier, 64-bits).

octet: Eight bits of data.

packet: Any of the 1394 primary packets; these MAY be read, wite or

| ock requests (and their responses) or streamdata. The term "packet" is
used consistently to differentiate 1394 packets from ARP
request s/ responses, | P datagranms or MCAP advertisenents/solicitations.

physical ID: On a particular bus, this 6-bit nunber is dynamcally
assigned during the self-identification process and uniquely identifies
a node on that bus.

quadl et: Four octets, or 32 bits, of data.

stream packet: A 1394 prinmary packet with a transacti on code of Ox0A
that contains a bl ock data payl oad. Stream packets MAY be either
asynchronous or isochronous according to the type of 1394 arbitration
enpl oyed.

2.3 Abbreviations

The follow ng are abbreviations that are used in this standard:

ARP Addr ess resol ution protocol
BCM Br oadcast channel manager
CSR Control and status register
CRC Cyclical redundancy checksum

EUl - 64 Extended Uni que ldentifier, 64-bits

GASP  d obal asynchronous stream packet

| P I nternet protocol (within the context of this docunent, |Pv4)
MCAP  Mul ticast channel allocation protocol
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2.4 Nuneric val ues

Deci mal and hexadeci mal nunbers are used within this standard. By
editorial convention, deciml nunbers are nost frequently used to
represent quantities or counts. Addresses are uniformy represented by
hexadeci mal nunbers, which are al so used when the val ue represented has
an underlying structure that is nore apparent in a hexadeci mal format
than in a decimal format.

Deci mal nunbers are represented by Arabic nunerals or by their English
nanes. Hexadeci mal nunbers are prefixed by Ox and represented by digits
from the character set 0 — 9 and A — F. For the sake of legibility,

hexadecimal numbers are separated into groups of four digits separated

by spaces.

For example, both 42 and 0x2A represent the same numeric value.
3. IP-CAPABLE NODES

Not all 1394 devices are capable of the reception and transmission of
ARP requests/responses or IP datagrams. An IP-capable node SHALL fulfill
the following minimum requirements:

- it SHALL implement configuration ROM in the general format
specified by ISO/IEC 13213:1994 and SHALL implement the bus
information block specified by IEEE P1394a and a unit directory
specified by this standard;

-the  nmax_rec field in its bus information block SHALL be at least 8;
this indicates an ability to accept block write requests and
asynchronous stream packets with data payload of 512 octets. The
same ability SHALL also apply to read requests; that is, the node
SHALL be able to transmit a block response packet with a data
payload of 512 octets;

- it SHALL be isochronous resource manager capable, as specified by
IEEE Std 1394-1995;

- it SHALL support both reception and transmission of asynchronous
streams as specified by IEEE P1394a;

- it SHALL implement the BROADCAST_CHANNEL register as specified by
IEEE P1394a; and

- it SHALL be broadcast channel manager (BCM) capable as specified by

IEEE P1394a .
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4. LI NK ENCAPSULATI ON AND FRAGVENTATI ON

Al'l | P datagranms (broadcast, unicast or nmulticast), ARP
request s/ responses and MCAP advertisenents/solicitations that are
transferred via 1394 block wite requests or stream packets SHALL be
encapsul ated within the packet’s data payl oad. The maxi num si ze of data
payl oad, in octets, is constrained by the speed at which the packet is
transmtted.

Tabl e 1 - Maxi mum data payl oads (octets)

Speed Asynchr onous | sochr onous
o mm e e e +
S100 512 1024
S200 1024 2048
S400 2048 4096
S800 4096 8192
S1600 8192 16384
S3200 16384 32768
T +

NOTE: The maxi mum data payl oads at speeds of S800 and faster MAY be
reduced (but will not be increased) as a result of standardization by
| EEE P1394b.

The maxi num dat a payl oad for asynchronous requests and responses NAY
al so be restricted by the capabilities of the sending or receiving
node(s); this is specified by nax rec in either the bus information
bl ock or ARP response.

Expires: Novenber 1999 [ Page 7]




Internet-Draft 15 | Pv4 over 1394 May 1999

For either of these reasons, the nmaxi nrum data payl oad transm ssible
bet ween | P-capabl e nodes MAY be | ess than the 1500 octet naxi mum
transm ssion unit (MIU) specified by this docunent. This requires that
the encapsul ation format al so permt 1394 |ink-level fragnentation and
reassenbly of |P datagrans.

4.1 d obal asynchronous stream packet (GASP) fornat

Some | P datagrams, as well as ARP requests and responses, NMNAY be
transported via asynchronous stream packets. \Wen asynchronous stream
packets are used, their format SHALL conformto the gl obal asynchronous
stream packet (GASP) format specified by | EEE P1394a. The GASP f or nat
illustrated below is | NFORMATI VE and reproduced for ease of reference,
only.

1 2 3

01234567890123456789012345678901
T S R i T T i i st SN S S SRR A S s
| data | ength |tag] channel | OxO0A | sy |
i T S T it S S S S S it SN N DS
| header CRC
T o i T S e Th i St I S SR o
| source_ID | speci fier I D hi
T T T T S S o
| specifier I Do ver si on
T S S e T s A S S S ity SR N DS
| |

+- - - dat a -+

e T i I S it T o S S S S S e s
| data_CRC |
S i I S Th T S I S S S S S S S

+- -+ -

+- -+ -

— Y — +—

Figure 1 - GASP format

The source ID field SHALL specify the node ID of the sending node and
SHALL be equal to the most significant 16 bits of the sender's NODE_IDS
register.

The specifier_ID hi and specifier_ID | ofields together SHALL contain
the value 0x00005E, the 24-bit organizationally unique identifier (OUI)
assigned by the IEEE Registration Authority Committee— (RA €) to IANA.

The ver si on field SHALL be zero.

NOTE: Because the GASP format utilizes the first two quadlets of data
payload in an asynchronous stream packet format, the maximum payloads
cited in Table 1 are effectively reduced by eight octets. In the clauses

that follow, references to the first quadlet of data payload mean the

first quadlet usable for an IP datagram or ARP request or response. When
the GASP format is used, this is the third quadlet of the data payload

for the packet.
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4.2 Encapsul ati on header

Al'l | P datagranms transported over 1394 are prefixed by an encapsul ation
header with one of the formats illustrated bel ow

If an entire I P datagram MAY be transmitted within a single 1394 packet,
it is unfragnmented and the first quadlet of the data payl oad SHALL
conformto the format illustrated bel ow

1 2 3
01234567890123456789012345678901
i S S i S S e i S i St o S A SRR
| f] reserved | et her _type |
T T i S S S S SR i S A S g

+— +

Figure 2 - Unfragnmented encapsul ati on header fornmat
The I f field SHALL be zero.

The ether_type field SHALL indicate the nature of the datagramthat
foll ows, as specified by the follow ng table.

et her _type Dat agr am

o e e +
| 0x800 | Pvd |

0x806 ARP |
| 0x8861 | MCAP |
oy +

NOTE: O her network protocols, identified by different val ues of
et her _type, MAY use the encapsul ation formats defined herein but such
use i s outside of the scope of this docunent.

In cases where the I ength of the datagram exceeds the maxi num dat a
payl oad supported by the sender and all recipients, the datagram SHALL
be broken into link fragnents; the first two quadl ets of the data

payl oad for the first link fragnent SHALL conformto the format shown
bel ow.

1 2 3
01234567890123456789012345678901
T S T S S T S S T e S S S
| f]rsv] buffer_size | et her _type |
T S e i S T S S S i e S
dgl | reserved |
T S T i S i il w i o S S S SRR S

+-
I
+-
I
+-

Figure 3 - First fragnent encapsul ati on header fornat

The second and subsequent |ink fragnments (up to and including the |ast)
SHALL conformto the format shown bel ow.
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1 2 3
01234567890123456789012345678901
ik sl I e R S S R e i T T ik it ST N S S S e e i e 5
| f]rsv| buffer_size | rsv | fragnent _of f set |
i i I I e T S I T S T s ot s U I SR SRR I S S
dgl | reserved |
i i T e e N ih i T e S S e I N s ik i T I S S

+-
|
+-
|
+-

Figure 4 - Subsequent fragnent(s) encapsul ati on header format
The definition and usage of the fields is as foll ows:

The /f field SHALL specify the relative position of the Iink fragnent
within the IP datagram as encoded by the foll ow ng table.

I f Position
o m e e e e e e e e oo s +
| 0 | Unfragnented
| 1 | First |
| 2 | Last |
| 3 | Interior |
S +

buffer_size: The size of the buffer, expressed as buffer_size + 1
octets, necessary for the recipient to reassenble the entire IP
datagram fromall of the link fragnments. The value of buffer_size
SHALL be the sane for all link fragnents of an |IP datagram

ether_type. This field is present only in the first link fragnment and
SHALL have a val ue of 0x800, which indicates an |Pv4 datagram

fragnent_offset: This field is present only in the second and
subsequent link fragments and SHALL specify the offset, in octets, of
the fragnent fromthe beginning of the I P datagram The first octet
of the datagram (the start of the IP header) has an offset of zero;
the inmplicit value of fragnent_offset in the first link fragnment is
zero.

dgl: The value of dgl/ (datagram | abel) SHALL be the same for all link
fragnents of an | P datagram The sender SHALL increnent dgl/ for
successi ve, fragnented datagrans; the increnented val ue of dg/ SHALL
w ap from 65, 535 back to zero.

Al'l 1P datagrans, regardl ess of the node of transm ssion (block wite
requests or stream packets) SHALL be preceded by one of the above

descri bed encapsul ati on headers. This permts uniform software treatnent
of datagrans wi thout regard to the node of their transm ssion.

4.3 Link fragnent reassenbly

The recipient of an IP datagramtransnitted via nore than one 1394
packet SHALL use both the sender’s source ID (obtained fromeither the
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asynchronous packet header or the GASP header) and dg/ to identify al
the link fragnments froma single datagram

Upon receipt of a link fragnent, the recipient MAY place the data

payl oad (absent the encapsul ati on header) within an | P datagram
reassenbly buffer at the |ocation specified by fragnent_offset. The size
of the reassenbly buffer MAY be determ ned from buffer_size.

If a link fragnment is received that overlaps another fragnent identified
by the sane source ID and dgl/, the fragment(s) already accunulated in
the reassenbly buffer SHALL be discarded. A fresh reassenbly MAY be
commenced with the nost recently received Iink fragnment. Fragnment
overlap is determ ned by the conbination of fragnent offset fromthe
encapsul ati on header and data length fromthe 1394 packet header.

Upon detection of a Serial Bus reset, recipient(s) SHALL discard al
link fragnents of all partially reassenbled |IP datagrans and sender(s)
SHALL discard all not yet transmtted link fragnments of all partially
transmtted | P datagrans.

5. ADDRESS RESCLUTI ON PROTOCOL ( ARP)

ARP requests SHALL be transmitted by the sane neans as broadcast |IP

dat agrans; ARP responses MAY be transmtted in the sane way or they MAY
be transmtted as bl ock wite requests addressed to the
sender_uni cast_FI FO address identified by the ARP request. An ARP
request/response is 32 octets and SHALL conformto the formt

Il lustrated by Figure 5.

1 2 3
01234567890123456789012345678901
T S R i T T i i st SN S S SRR A S s
| har dwar e_t ype (0x0018) | protocol type (0x0800) |
T i T e S it S S S S D it SR S S S
| hw.addr len | [1P_addr_len | opcode |
T S e I T i St I S S S S S
L sender _uni que_I D ---L
|+ T S SR +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+

| sender _max_rec]| sspd | sender _uni cast _FI FO_hi

T i T o i S I o A S S s
| sender _unicast_FIFO Il o |
e T S T S R e
| sender _| P_address |
S T S i i S S
| target | P_address |
S T i Y S T i S I S e e

Figure 5 - ARP request/response fornmat

ARP requests and responses are transported by asynchronous stream
packets and SHALL be encapsul ated within the GASP format specified by
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| EEE P1394a (see also 4.1). The recipient of an ARP request or response |
SHALL ignore it unless the nost significant ten bits of the source ID
field (whether obtained fromthe GASP header of an asynchronous stream
packet or the packet header of a block wite request) are equal to

either Ox3FF or the most significant ten bits of the recipient’s

NODE_IDS register.

Field usage in an ARP request/response is as follows:

har dwar e_t ype: This field indicates 1394 and SHALL have a value of
0x0018.

prot ocol _type: This field SHALL have a value of 0x0800; this
indicates that the protocol addresses in the ARP request/response
conform to the format for IP addresses.

hw_addr | en: This field indicates the size, in octets, of the
1394-dependent hardware address associated with an IP address and
SHALL have a value of 16.

I P_addr | en: This field indicates the size, in octets, of an IP
version 4 (IPv4) address and SHALL have a value of 4.

opcode: This field SHALL be one to indicate an ARP request and two to
indicate an ARP response.

sender _uni que_|I D. This field SHALL contain the node unique ID of the
sender and SHALL be equal to that specified in the sender's bus
information block.

sender _max_r ec: This field SHALL be equal to the value of max_recin
the sender’s configuration ROM bus information block.

sspd-: This field SHALL be set to the lesser of the sender’s link

speed and PHY speed. The link speed is the maximum speed at which the
link MAY send or receive packets; the PHY speed is the maximum speed

at which the PHY MAY send, receive or repeat packets. The table below
specifies the encoding used for sspd, all values NOT specified are
RESERVED.

Table 2 - Speed codes

Value Speed

R +
0 | S100 |
1 | S200 |
2 | S400 |
3 | S800 |
4 |S1600
5 |S3200 |

S +
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sender_uni cast_FlI FO_hi and sender_uni cast_FI FO | o: These fiel ds

t oget her SHALL specify the 48-bit offset of the sender’s FIFO

avai lable for the receipt of IP datagrans in the format specified by
section 6. The offset of a sender’s unicast FIFO SHALL NOT change,
except as the result of a power reset.

sender | P_address: This field SHALL specify the I P address of the
sender.

target_| P_address: In an ARP request, this field SHALL specify the IP
address from which the sender desires a response. In an ARP response,
It SHALL be | GNORED.

6. CONFI GURATI ON ROM

Configuration ROM for |P-capable nodes SHALL contain a unit directory in
the format specified by this standard. The unit directory SHALL contain
Unit_Spec_ID and Unit_SWVersion entries, as specified by SO IEC

13213: 1994.

The unit directory MAY al so contain other entries permtted by 1SQ1EC
13213: 1994 or | EEE P1212r.

6.1 Unit_Spec_ID entry

The Unit_Spec_ID entry is an inmediate entry in the unit directory that
speci fies the organi zation responsible for the architectural definition
of the Internet Protocol capabilities of the device.

1 2 3
01234567890123456789012345678901
T S R i T T i i st SN S S SRR A S s
| 0x12 | unit_spec_I D (0x00005E) |
e T T i T e T s I S S S

Figure 6 - Unit_Spec_ID entry format

0x12 is the concatenation of key type and key value for the Unit_Spec_ID
entry.

The value of wunit_spec ID SHALL beOx00005E, is—the—unit—spec—+D the
registration ID (RID) obtained by | ANA fromthe | EEE RAC. The val ue

i ndicates that 1ANA and its technical conmttees are responsible for the
mai nt enance of this standard.

6.2 Unit_SWVersion entry
The Unit_SWVersion entry is an immedi ate entry in the unit directory

that, in conbination with the unit_spec ID specifies the docunment that
defines the software interface of the unit.
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1 2 3
01234567890123456789012345678901
T i T S I b sl i S S i S i (i S
| 0x13 | uni t _sw version |
T i T I s sl i S o I e S e e 2

Figure 7 - Unit_SWVersion entry formt

0x13 is the concatenation of key type and key val ue for the
Unit_SW Version entry.

A value for unit_sw version is NOT yet specified. Wen this standard is
approved it is EXPECTED that wunit_sw version will assume the val ue of

t he RFC nunber assigned at that tine. This assignment al gorithm for
unit_sw version (or a simlar nethod ratified by 1ANA) permts the

uni que identification of future standards that MAY define, for exanple,
| Pv6 or extensions to the IPv4 protocol that operate across Serial Bus
bri dges.

6.3 Textual descriptors

Textual descriptors within configuration ROM are OPTI ONAL; when present
t hey provide additional descriptive information intended to be
intelligible to a human user. |P-capabl e nodes SHOULD associ ate a
textual descriptor with a content of "I ANA" with the Unit_Spec ID entry
and a textual descriptor with a content of "IPv4" for the
Unit _SW Version entry.

The figure belowillustrates a unit directory inplenmented by an

| P-capabl e node; it includes OPTIONAL textual descriptors. Although the
textual descriptor |eaves are NOT part of the unit directory, for the
sake of sinplicity they are shown i medi ately follow ng the unit
directory.
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Figure 9 — Sample unit directory and textual descriptors
7. 1P UNICAST

A unicast IP datagram MAY be transmitted to a recipient within a 1394
primary packet that has one of the following transaction codes:

tcode Description  Arbitration
| Ox01 | Block write | Asynchronous |

| OxOA | Stream packet | Isochronous |
| OxOA | Stream packet | Asynchronous |

Block write requests are suitable when 1394 link-level acknowledgement

Is desired but there is no need for bounded latency in the delivery of
the packet (quality of service).

Isochronous stream packets provide quality of service guarantees but no

1394 link-level acknowledgement.

The last method, asynchronous stream packets, is mentioned only for the
sake of completeness. This method SHOULD NOT be used for IP unicast,
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since it provides for neither 1394 link-Ievel acknow edgnent nor quality
of service---and consunes a val uabl e resource, a channel nunber.

Regardl ess of the I P unicast nethod enpl oyed, asynchronous or

i sochronous, it is the responsibility of the sender of a unicast IP
datagramto determ ne the maxi num data payl oad that MAY be used in each
packet. The necessary informati on MAY be obtained from

- the SPEED MAP nui ntai ned by the 1394 bus nanager, which provides
t he maxi num transm ssi on speed between any two nodes on the |ocal
Serial Bus. The bus manager anal yzes bus topology in order to
construct the speed map; the maxi mumtransm ssi on speed between
nodes reflects the capabilities of the intervening nodes. The
speed in turn inplies a maxi num data payl oad (see Table 1);

- the target_max_rec field in an ARP response. This docunment requires
a mnimmval ue of 8 (equivalent to a data payload of 512 octets).
Nodes that operate at S200 and faster are encouraged but NOT
REQUI RED to i nplenment correspondingly |arger values for
target_nax_rec; or

- other nethods beyond the scope of this standard.

The maxi num data payl oad SHALL be the m nimum of the |argest data

payl oad i npl enented by the sender, the recipient and the PHYs of al

I ntervening nodes (the last is inplicit in the SPEED MAP entry i ndexed
by sender and recipient).

NOTE: The SPEED MAP is derived fromthe self-1D packets transmtted by
all 1394 nodes subsequent to a bus reset. An | P-capabl e node MAY observe
the self-1D packets directly.

7.1 Asynchronous | P uni cast

Uni cast | P datagrans that do NOT require any quality of service SHALL be
contained within the data payl oad of 1394 block wite transactions
addressed to the source I D and sender_uni cast_FI FO obt ai ned from an ARP
response.

I f no acknow edgenent is received in response to a unicast block wite
request the state of the target is anbi guous.

NOTE: An acknow edgnment MAY be absent because the target is no | onger
functional, MAY NOT have received the packet because of a header CRC
error or MAY have received the packet successfully but the acknow edge
sent in response was corrupted.

7.2 lsochronous | P unicast
Uni cast | P datagrans that require quality of service SHALL be contai ned
within the data payl oad of 1394 isochronous stream packets.

The details of coordination between nodes with respect to allocation of
channel nunber(s) and bandwi dth are beyond the scope of this standard.
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8. | P BROADCAST

Broadcast | P datagrans are encapsul ated according to the specifications
of section 4 and are transported by asynchronous stream packets. There
Is no quality of service provision for |IP broadcast over 1394. The
channel nunber used for |P broadcast is specified by the
BROADCAST_CHANNEL r egi ster.

Al'l broadcast | P datagrans SHALL use asynchronous stream packets whose
channel nunber is equal to the channel field fromthe BROADCAST CHANNEL
regi ster.

Al t hough 1394 permits the use of previously allocated channel nunber(s)
for up to one second subsequent to a bus reset, |P-capable nodes SHALL
NOT transmt asynchronous stream packets at any tinme the valid bit in

t heir BROADCAST CHANNEL register is zero. Since the valid bit is
automatically cleared to zero by a bus reset, this prohibits the use of
ARP or broadcast IP until the BCM al | ocates a channel nunber.

9. IP MULLTI CAST

Mul ti cast | P datagrans are encapsul ated according to the specifications

of section 4 and are transported by stream packets. Asynchronous streans
are used for best-effort IP nulticast while isochronous streans are used
for IP nmulticast that requires quality of service.

CAUTI ON:  The—workinggrouphas—yet—to This docunent does not define
facilities and nethods for the provision of quality of service for IP
mul ti cast.

By default, all best-effort IP nmulticast SHALL use asynchronous stream
packet s whose channel nunber is equal to the channel field fromthe
BROADCAST _CHANNEL register. In particular, datagrans addressed to
224.0.0.1 and 224.0.0.2 SHALL use this channel nunber. Best-effort IP
mul ti cast for other nulticast group addresses MAY utilize a different
channel nunber if such a channel nunber is allocated and advertised
prior to use, as described bel ow

| P-capabl e nodes MAY transmt best-effort IP nulticast only if one of
the following two conditions is net:

- the channel nunber in the stream packet is equal to the channel
nunber field in the BROADCAST _CHANNEL register and the valid bit in
the sane register is one; or

- for other channel nunber(s), some source of IP nulticast has
al l ocated and is advertising the channel nunber used.

The remai nder of this section describes a nmulticast channel allocation
protocol (MCAP) enpl oyed by both IP nulticast sources and recipients
whenever a channel nunber other than the default is used. MCAP is a
cooperative protocol; the participants exchange nessages over the
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broadcast channel used by all |P-capable nodes on a particular Seri al
Bus.

CAUTI ON:  The—workinggroup—has—yet—to This docunent does not define
facilities and nethods for shared use of a single channel nunber (other
than the default channel nunber specified by the BROADCAST CHANNEL

regi ster) by nore than one IP nmulticast address.

9.1 MCAP nessage fornat

MCAP nessages, whether sent by a nulticast channel owner or recipient,
have the format illustrated bel ow The first four octets of the nessage
are fixed; the remai nder consists of variable-length tuples, each of

whi ch encodes information about a particular nulticast group. Individual
MCAP nmessages SHALL NOT be fragnented and SHALL be encapsul ated within a
stream packet as ether_type 0x8861.
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Figure 10 - MCAP nessage for nmat

Fi el d usage in an MCAP nessage is as follows:

length: This field SHALL contain the size, in octets, of the entire
MCAP nessage.

opcode: This field SHALL have one of the values specified by the
t abl e bel ow.

0 Adverti se Sent by a multicast channel owner to
broadcast the current napping(s) from one
or nore group addresses to their
correspondi ng channel nunber(s).

1 Solicit Sent to request nulticast channel owner(s)
to advertise the indicated channel

mappi ng(s) as soon as possible.

nessage data: The remai nder of the MCAP nessage is variable in length
and SHALL consist of zero or nore group address descriptors with the
format illustrated bel ow.
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Figure 11 - MCAP group address descriptor formt

length: This field SHALL contain the size, in octets, of the MCAP
group address descri ptor.

type: This field SHALL have a val ue of one, which indicates a group
addr ess descriptor.

expi ration. The usage of this field varies according to opcode. For
solicit nessages the expiration field SHALL be | GNORED. O herw se,
for advertisenents, this field SHALL contain a time-stanp, in
seconds, that specifies a future tinme after which the channel nunber
speci fied by channel NMAY no | onger be used.

channel: This field is valid only for adverti se nessages, in which
case it SHALL specify an allocated channel nunber, in the range zero
to 63 inclusive. Al other values are RESERVED.

speed: This field is valid only for advertise nmessages, in which case
It SHALL specify the speed at which stream packets for the indicated
channel are transmtted. Table 2 specifies the encoding used for
speed.

bandwi dt h: This field SHALL be zero; it is allocated in the group
address descriptor to accompdate future extensions to MCAP t hat
specify quality of service and utilize the isochronous capabilities
of Serial Bus.

group _address.: This variable length field SHALL specify the IP
address of a particular nulticast group. The | ength of group_address,
in octets, is derived fromthe |l ength of the group address descri ptor
by subtracting 12 fromthe /ength field.

9.2 MCAP nessage domain
MCAP nessages carry information valid only for the |local Serial Bus on
which they are transmitted. Recipients of MCAP nessages SHALL | GNORE al

MCAP nessages from ot her than the |ocal bus, as follows. The source_ ID
of the sender is contained in the GASP header that precedes the

Expires: Novenber 1999 [ Page 19]



Internet-Draft 15 | Pv4 over 1394 May 1999

encapsul ated MCAP nessage. A recipient of an MCAP nessage SHALL exam ne
the nost significant ten bits of source IDfromthe GASP header; if they
are NOT equal to either Ox3FF or the nobst significant ten bits of the
recipient’s NODE IDS register, the recipient SHALL | GNORE t he nessage.

Wthin an MCAP nessage domai n, the owner of a channel mapping is
identified by the source IDfield in the GASP header of an MCAP
advertisenment. The owner is the node with the |argest physical 1D, the
| east significant six bits of source ID

9.3 Miulticast receive

An | P-capabl e device that wi shes to receive nulticast data SHALL first
ascertain the channel mapping (if any) that exists between a group
address and a channel nunber other than the default channel specified by
t he BROADCAST_CHANNEL register. Such a device MAY observe the MCAP
advertisenments on the broadcast channel for the desired channel

mappi ng(s) .

An intended nulticast recipient MAY transmt MCAP solicitation requests
in order to request nulticast channel owner(s) to broadcast

adverti senments sooner than the next ten second interval. Oiginators of
MCAP solicitation requests SHALL |imt the rate at which they are
transmtted. Subsequent to sending a solicitation request, the
originator SHALL NOT send another MCAP solicitation request until ten
seconds have el apsed.

In either case, if a mapping exists for the group address for other than
the default channel, an MCAP adverti se nessage is EXPECTED within ten
seconds. Upon recei pt of an MCAP adverti se nessage that describes one or
nore channel nmappings, the intended nulticast recipient MAY receive IP
dat agranms on the indicated channel nunber(s) until the expiration tinme.

If multiple MCAP adverti se nessages are observed that specify the sane
group address, the channel nunber SHALL be obtained fromthe

adverti sement nessage with the |argest physical |ID phAy—+5D which SHALL
be obtained fromthe |least significant six bits of source IDfromthe

GASP header.

If no MCAP advertise nmessage is received for a particular group address
within ten seconds, no nulticast source(s) are active for channel (s)
other than the default. Either there is there is no nulticast data or it
is being transmtted on the default channel.

Once a nulticast recipient has observed an advertisenent for the desired
group address, it SHALL continue to nonitor the broadcast channel for
MCAP adverti senents for the same group address in order to refresh the
expiration time of channel nunber(s) in use.

9.4 Multicast transmt

An | P-capabl e device that wishes to transmt nulticast data on other
than the default channel SHALL first ascertai n whether or NOT anot her
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mul ti cast source has already allocated a channel nunber for the group
address. The intended nulticast source MAY transmt an MCAP solicitation
request with one or nore group address descriptors.

Whet her or NOT a solicitation request has been transmtted, the intended
mul ti cast source SHALL nonitor the broadcast channel for MCAP
advertisenments. If a channel mapping already exists for the group
address, an MCAP advertisenent SHOULD be received within ten seconds. |
this case the intended nulticast source MAY comrence transm ssion of IP
dat agrans on the indicated channel nunber(s) and MAY continue to do so
until their expiration time. The nulticast source SHALL nonitor MCAP
advertisenments in order to refresh the expiration tinme of channe

nunber (s) in use.

n

When no other multicast source has established a channel mapping for the
group address, the intended nulticast source NMAY attenpt to allocate a
channel nunber fromthe isochronous resource nanager’

CHANNELS AVAI LABLE regi ster according to the procedures described in

| EEE P1394a Std 1394-1995. If the channel number allocation is
successful, the multicast source SHALL advertise the new channel

mappi ng(s) as soon as possible; once such adverti senent has been made,
the nmulticast source MAY transmt | P datagrans using the channel nunber
obt ai ned.

Mul ti cast | P datagrans MAY be transmtted on the default channel until
the sender observes (or transmts) an advertisenment that specifies non-
default channel mapping(s) for the nulticast addresses. This permts the
snooth transition of nulticast fromthe default channel to an explicitly
al | ocat ed channel .

Once a nulticast source has advertised a channel nmmpping, it SHALL
continue to transmt MCAP adverti senents for the channel nmpping unl ess
it either a) transfers ownership to another nulticast source, b) pernts
t he channel napping to expire without transfer or ¢c) in the case of
over | apped channel nappi ngs, relinguishes control of the channel mapping
to another nulticast source.

9.5 Advertisenent of channel mappi ngs

Each nmul ticast source SHALL periodically broadcast an adverti senent of
all multicast group addresses for which it has all ocated a channel

nunber different fromthe default nulticast channel nunber. An
advertisement SHALL consist of a single MCAP nessage with an opcode of
zero that contains one or nore group address descriptors (one for each
group address assigned a channel nunber other than that specified by the
BROADCAST_CHANNEL r egi ster).

Wthin each group address descriptor, the group_address and channel
fields associate a nulticast group address with a Serial Bus channel

nunber N%%e—%haﬂ—eﬂe—ﬁﬁ#%#eas%—g%eue—add%ess—N%¥—be—ﬁaeeed—ee—a—seﬂg#e

The speed f|eId speC|f|es the nBX|nun11394 speed at which
any of the senders within the multicast group is permtted to transmt
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data. The expiration field specifies the current tinme or a future tine
after which the channel mapping(s) are no | onger valid. Except when a
channel owner intends to relinquish ownership (as described in 9.7

bel ow), the expiration time SHALL be at | east 60 seconds in the future
nmeasured fromthe tinme the advertisenent is transmtted.

No nore than ten seconds SHALL el apse fromthe transm ssion of its nost
recent advertisenent before the owner of a channel mapping initiates
transm ssion of the subsequent advertisement. The owner of a channel
mappi ng SHOULD transmit an MCAP adverti senment in response to a
solicitation as soon as possible after the receipt of the request.

9.6 Overl apped channel mappi ngs

When two intended nulticast sources wish to transmt to the sane
mul ti cast group and no channel mapping exists for the group address,
there is a chance that both will allocate channel nunbers and both w |
advertise the channel mappings. These channel mappi ngs overlap, i.e.

the sane group address is mapped to nore than one channel nunber in MCAP
advertisenents with nonzero expiration tines.

Mul ticast channel owners SHALL nonitor MCAP advertisenents in order to
detect overl apped channel mappi ngs. Wien an overl apped channel mappi ng
is detected, the owner with the |argest physical ID phy—+D (as

det erm ned by the least significant six bits of source ID fromthe GASP
header) is NOT REQU RED to take any action. The owner(s) with smaller
physi cal I Ds SHALL cease transm ssion of MCAP advertisenents for the
over | apped channel nunber. As soon as these channel mapping(s) are no

| onger valid, their owners SHALL deal | ocate any unused channel nunbers
as described in 9.8 bel ow.

Reci pi ents of MCAP advertisenents that detect overl apped channel

mappi ngs SHALL ignore the advertisenents from nulticast channel owner(s)
with the smaller physical IDs. It is possible for some channel mappi ngs
in a single MCAP advertisenent to be valid even if others SHALL be

| GNORED as a result of overl ap.

9.7 Transfer of channel ownership

The owner of a channel mappi ng MAY cease nulticast transm ssion on a
particul ar channel, in which case it SHOULD invalidate the channel
mappi ng and in some cases deal | ocate the channel number. Because ot her
mul ti cast sources MAY be using the sanme channel mapping, an orderly
process is defined to transfer channel ownership.

The owner of an existing channel mapping that wi shes to rel ease the
mappi ng SHALL comrence a tinmer to nmeasure the tine renmaining before the
anticipated rel ease of the mapping and its associated channel. Until the
timer counts down to zero, the owner SHALLSHOULD continue to transmt |
MCAP advertisenents for the affected channel but SHALL adjust expiration
in each advertisenment to reflect the time remaining until the channel is
to be deallocated. If the owner is unable to transmt MCAP

advertisenents until the tiner reaches zero, it SHALL initiate a bus |
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reset. OGtherw se, the sequence of expiration tinmes transmtted by the
owner intending to rel ease the mappi ng SHALL decrease with each
succeedi ng advertisenment. |If other nulticast source(s) are using the
sanme channel mapping and observe an expiration time |ess than or equal
to 30 seconds, they SHALL conmence transmitting MCAP adverti senents for
t he channel mapping with refreshed expiration times greater than or
equal to 30 seconds that nmintain the channel mapping. Any contention
that occurs between nultiple sources that attenpt to clai m ownership of
t he channel mappi ng SHALL be resol ved as described in 9.6. If the
ori gi nal owner observes an MCAP advertisenent for the channel to be
relinqui shed before its own tinmer has expired, it SHALL NOT deal | ocate
t he channel nunber.

G herwise, if the owner’s tiner expires without the observation of a
MCAP adverti senent by another node, the owner of the channel nunber
SHALL subsequently deallocate the channel as described in 9.8. |If the

i nt ended owner of the channel nmpping observes an MCAP adverti senent
whose expiration field is zero, orderly transfer of the channel(s) from
the forner owner has failed. The intended owner SHALL either stop
reception and transm ssion on the expired channel nunber(s) or allocate
different channel nunber(s) as specified by 9.4,

9.8 Expired channel nappi ngs

A channel nmappi ng expires when expiration seconds have el apsed since the
nost recent MCAP advertisenent. At this tine, nulticast recipients SHALL
stop reception on the expired channel nunber(s). Also at this tine, the
owner of the channel mapping(s) SHALL transmit an MCAP adverti senent
with expiration cleared to zero and SHALL continue to transmt such
advertisenents until 30 seconds have el apsed since the expiration of the
channel mapping. Once this additional 30-second period has el apsed, the
owner of the channel mapping(s) SHALL deal | ocate the channel nunber(s)
and indicate their ts availability in the isochronous resource
manager’ s CHANNELS_AVAI LABLE regi ster.

I f an | P-capabl e device observes an MCAP advertisenment whose expiration
field is zero, it SHALL NOT attenpt to allocate any of the channel
nunber (s) specified until 30 seconds have el apsed since the nost recent
such advertisenent.

9.9 Bus reset

A bus reset SHALL invalidate all nmulticast channel mappings and SHALL
cause all nulticast recipients and senders to zero all MCAP
advertisement interval timers.

Prior owners of nulticast channel mappings MAY real |l ocate a channel
nunber fromthe isochronous resource manager’s CHANNELS AVAI LABLE

regi ster and resume broadcast of MCAP advertisenents as soon as a
channel is allocated. If channel reallocation is attenpted, the prior
owner SHOULD use the sane channel nunber allocated prior to the bus
reset and MAY commence real | ocation imrediately upon conpletion of the
bus reset so long as the sane channel nunber is reused. If the prior
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owner elects to allocate a different channel nunber, it SHALL wait until
at | east one second has el apsed since the conpletion of the bus reset
before attenpting to allocate a new channel nunber.

Intended or prior recipients or transmtters of nulticast on other than
the default channel SHALL NOT transmt MCAP solicitation requests until
at | east ten seconds have el apsed since the conpletion of the bus reset.
Mul ticast data on other than the default channel SHALL NOT be received
or transmtted until an MCAP advertisenent is observed or transmtted
for the nulticast group address.

Intended or prior transmtters of nmulticast on other than the default
channel that did not own a channel mapping for the nmulticast group
address prior to the bus reset SHALL NOT attenpt to allocate a channel
nunber fromthe isochronous resource nanager’s CHANNELS AVAI LABLE
register until at |east ten seconds have el apsed since the conpletion of
the bus reset. Subsequent to this ten second delay, intended or prior
transmtters of multicast MAY follow the procedures specified by 9.4 to
al l ocate a channel nunber and advertise the channel mappi ng.

10. 1 ANA CONSI DERATI ONS

This docunent is likely the first that necessitates the creation and
managenent of a new nane space (registry) by I ANA. The need for such a
registry arises out of the nethod by which protocol interfaces are

uni quely identified by bus standards conpliant with 1SQO | EC 13213: 1994,
CSR Architecture. This is explained in nore detail in section 6; the
essence is that a globally unique 48-bit nunber SHALL identify the
docunent that specifies the protocol interface. The 48-bit nunber is the
concatenation of a 24-bit nunber granted to | ANA by the | EEE

Regi stration Authority Conmmttee (RACreferred to as a registration |ID,

or RID) and a second 24-bit nunber adm ni stered by | ANA

The | EEE RAC RECOMMENDS t hat the policy for managenent of the second |
24-bit nunber be chosen to naxim ze the quantity of usable nunbers with
the range of possible values. By way of a concrete exanple, the | EEE RAC |
RECOMVENDS t hat the assignnment schene NOT apply a structure to the

nunber since this would tend to waste | arge portions of the range.

In accordance with this guidance, this docunent suggests that the RFC
nunber of this docunment be assigned as the 24-bit version nunber (the
second 24-bit nunber) and that this sanme nethod be used to assign
version nunbers to future standards. Requests for version nunbers other
than RFC nunbers should be refereed to a conmttee of experts sel ected
by | ANA.

Regar dl ess of the assignnent nethod el ected by | ANA, a registry of al
assi gned version nunbers SHOULD be mai ntai ned at one or nore |nternet
sites and should clearly identify the relevant standard identified by
the conbination of the RID and versi on nunber.
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11. SECURI TY CONSI DERATI ONS

Thi s docunent specifies the use of an unsecured |ink |ayer, Serial Bus,
for the transport of |Pv4 datagrans. Serial Bus is vulnerable to denial
of service attacks; it is also possible for devices to eavesdrop on data
or present forged identities. Inplenenters who utilize Serial Bus for

| Pv4 SHOULD consi der appropriate counter-neasures within application or
ot her | ayers.
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